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ESTIMATING THE CYCLICAL COMPONENT FROM ANNUAL TIME SERIES:
A CASE STUDY WITH AUSTRALIAN MULTIFACTOR PRODUCTIVITY

Mark Zhang and Lewis Conn
Methodology Division

ABSTRACT

When analysing an economic data series, we look for underlying patterns to isolate
areas of interest and exclude elements that are not closely related to our interests.
The ABS currently uses an 11-term Henderson filter as the detrending method to
separate out the long-term trend and cyclical components within Australian
multifactor productivity (MFP). This paper investigates what are the appropriate
statistical methods to extract the cyclical component for annual time series using
desirable frequency properties and model fitness in the time domain. As a case study,
rather than using structural economic modelling techniques, we apply several
commonly used filters to the annual MFP series and evaluate their performance. We
conclude that care has to be taken in order to use different methods in relation to

their frequency properties, and the volatility level of the series under study.

As result of this investigation and with considerations of stability, revisions and
comparability, the customised Hodrick—Prescott filter with a smoothing parameter of
25 appears to perform better than other methods in extracting the MFP cycle.
Nonetheless, there remain several statistical challenges to overcome. The
methodology presented in this paper paves the way to formalise a general approach
to cycle extraction which can be extended to other ABS annual time series.
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1. INTRODUCTION

When analysing an economic data series, we look for underlying patterns to isolate
areas of interest and exclude elements that are not relevant to our interests. These
underlying patterns can include long term trends, seasonal effects, cycles and irregular
components. With monthly and quarterly economic data, the ABS generally publishes
the original, seasonally adjusted, and trend estimates separately to allow users to make
informed decisions. Trend estimates consist of (long-term) trend and cycle
components but the cycle component is not usually estimated separately or published
by the Australian Bureau of Statistics (ABS).

The ABS compiles annual estimates of the multifactor productivity (MFP) index for the
Australian market sector, which are published in the Australian System of National
Accounts (ABS cat. no. 5204.0). As an index, MFP reflects the combined effects of
technological, efficiency, capacity utilisation and resource allocation changes by
measuring the ratio between the outputs and inputs over time. In the Australian
System of National Accounts, outputs are measured as the volume of value added and
inputs are measured by labour and capital.

The ABS currently publishes the MFP growth between adjacent years as well as
average growth rate between MFP cycle peaks to minimise the influence of cyclical
effects on measures of capital and productivity. This peak-to-peak adjustment method
approximates, on average, a close normal capacity utilisation (Morrison, 1985).

“Macroeconomists have become interested in the cyclical behaviour of productivity
because of the realization that procyclicality is closely related to the impulses or
propagation mechanisms underlying business cycles. Even the cyclical mismeasurement
that was formerly dismissed as unimportant turns out to be a potentially important

propagation mechanism.” (Basu and Fernald, 2001).

The ABS currently uses an 11-term Henderson filter as a detrending method.
However, this method has not previously been subjected to detailed methodological
study in order to understand and assess its suitability relative to alternatives. The ABS
has undertaken a project to better understand the cycles of annual MFP. As part of
the project, this paper investigates various statistical methods used to extract the
cyclical component from annual time series based on their desirable frequency
properties and model fitness in the time domain. As a case study, rather than using
structural economic modelling techniques, we study the effect of several commonly
used filters on the annual MFP series and evaluate their performance.

This investigation found that the cycle components for MFP were reasonably
consistent across the various filters. With considerations of stability, revisions and
comparability, the customised Hodrick—Prescott filter appears to perform better than
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other methods in extracting the MFP cycle. Nonetheless, several statistical challenges
remain to be overcome.

This paper is structured as follows. The main part presents major discussions and
results which are supported by detailed technical materials in the Appendixes.
Section 2 briefly reviews different statistical approaches for cyclical component
extraction. Section 3 describes two major categories of trend extraction methods and
defines the different types of filters used in the study. Section 4 presents a case study
for estimating the cyclical component from the annual MFP time series at the
aggregate market level. From this case study, we demonstrate that care needs to be
taken when the noise level of a series is high, and suggest a way to deal with this
situation as well as discuss revisions issues. In Section 5, we present some
applications of the methodology to other economic series and indutry level MFP cycle
analysis. Section 6 summarises our findings, presents our recommendations and
remarks. It argues that there is a strong case for carrying out MFP cycle extraction
using a customised HP filter to take care of the level of noise.
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2. COMPONENTS OF A NON-STATIONARY ANNUAL TIME SERIES

A non-stationary annual time series y; can be considered as having a long-term trend
(1;) component, and a stationary (e;) component as depicted by equation (1) *

Ve=p+e, t=1..T (D

where ¢ denotes year.

It is necessary to define precisely what is meant by a cycle in the classical sense.
Cyclical behaviour is the subject of much economic research, as well as of much
debate. ? In the literature, the cyclical component of Gross Domestic Product (GDP)
is often referred to as the business cycle of the economy. Therefore, some of the
statistical methods used for the estimation of the cyclical component of GDP are often
applied to other macro-economic time series in the study of business cycles. 3

There is no agreement on the causes and nature of business cycles. For an overview
of current opinions, we refer to some of the extensive literature: Zarnowitz (1987),
Prescott (1986), Cooper (1997), Fuhrer and Schuh (1998). Given this lack of
unambiguous theoretical foundations, it is not surprising that measuring the state of
an economy is a much debated issue. Partly, it is down to how one defines business
cycles. Most economists still agree on the description given by Burns and Mitchell in
1946:

“Business cycles are a type of fluctuation found in the aggregate economic activity of
nations that organise their work mainly in business enterprises: a cycle consists of
expansions occurring at about the same time in many economic activities, followed by
similarly general recessions, contractions and revivals which merge into the expansion
phase of the next cycle; this sequence of changes is recurrent but not periodic; in

duration business cycles vary from more than one year to ten or twelve years.”

Cyclical behaviours are generally observed as recurrent phenomena with typical
frequencies and the existence of a cycle can be defined as a peak in the spectrum of a
time series in a specified range. It seems natural to concentrate on the spectral mass
contained in specified frequency ranges, and we therefore propose the following:

1 This is a simplified decomposition form. Other forms of decomposition future decompose the stationary part
into a smoothing cyclical and irregular components.

2 The debate also includes whether a cyclical component should be smooth or not. Both smoothing cyclical
component and non-smoothing (smoothing cyclical and irregular) component can be referred as cyclical
component depending on the context of estimation methods/models in this paper.

3 In the literature some papers refer to the cyclical component of any economic indicator time series as the

business cycle component of the economic indicator.
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Definition. An economic time series exhibits a classical cycle if there is significantly
more spectral mass in the cyclical component range of 2 to 10 years.

Based on this definition for the cyclical component, we can define the long term trend
(referred as trend hereafter) as the variations in a time series with frequencies longer
than ten years and the irregular component as the variations with frequencies less
than two years.

Just as there is no agreement on the causes or nature of business cycles, there is also
much debate on how to measure these phenomena. There are basically two different
concepts, and no matter which one is chosen , the choice will be open to criticism.

. Deviations from trend (cyclical) approach: this method defines the cycle as the
deviation of a time series from its long-term trend. The concept of potential
growth is well-founded in economic theory, and determining whether an
indicator is developing above or below the trend relays important information.
Therefore, the deviation from trend approach enables a more thorough
characterisation of the dynamics of short-term economic indicators. This
method is often used to estimate the output gap.

. Growth rate cycle approach: this method involves a study of the cyclical
behaviour of the growth rate of an indicator time series. As most economic time
series are rather volatile, it is necessary to filter the growth rates to separate the
important developments from noise.

Using the deviations from trend approach, we can easily compare and combine the
development of different indicators such as industry level MFP, as they are all
translated to standardised cycles. This approach highlights the dynamics most
relevant for cyclical component analysis. The estimated cyclical components are in
general easier to interpret than the noisy unfiltered realisations. This approach offers
a ready and clear framework to classify the state of the industry level MFP. Because of
these considerations, we decided to apply our analysis using the cyclical approach.
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3. CYCLICAL COMPONENT EXTRACTION METHODS

Under the cyclical approach, the most serious obstacle to extracting the cyclical
component is that economic time series contain fluctuations as well as the trend
component, and that the nature of the interaction between cyclical and trend
components is not sufficiently understood. The difficulty arises since neither the
trend nor the cycle is directly observable. In general, the different approaches to
estimating trends are classified into: (1) statistical detrending and (2) estimation of the
structural economic relationship. The difference is that the former approach attempts
to separate the time series into permanent and cyclical components while the latter
isolates the effects of structural and cyclical influences using economic theory. We will
focus on statistical detrending methods in this paper.

A number of statistical techniques for estimating the trend and cyclical components
have been developed in the literature. However, many researchers believe that none
is completely satisfactory. This lack is manifested through the many empirical studies
showing that different methodologies and assumptions for estimating trend and
cyclical components can produce different results. There are two major categories of
statistical trend extraction methods.

1. The first category can be classified as filtering methods which extract trends
using low pass filters, leaving just the stationary part of the series. These filters
are based on the desirable characteristics of filter frequency response functions,
and applying their implied weighting patterns to the time series under study.
The Hodrick—Prescott filter (Hodrick and Prescott, 1997) and Baxter—King filter
(Baxter and King, 1999) are common examples of such filters used in economic
time series applications. The discussion in Canova (1998a, 1998b) and Burnside
(1998) makes clear that different detrending methods emphasize particular
frequency ranges in the data, and that many stylized facts are sensitive to the
choice of detrending method or trend estimator. However, the implied model
of a specific filter may not necessarily fit the time series in time domain.

2. The second category is model based signal extraction. This method fits a
specific model to the data first to approximate the data generation process of
the time series under study, and then to provide a set of implied weighting
patterns which extract the trend. The unobserved component model (Harvey
1989) and the Beveridge—Nelson model (Beveridge and Nelson, 1981) are such
examples. Model-based signal extraction is very sensitive to the appropriateness
of the model specification used to describe the data generation process. This
dependence would produce unexpected result when the model is mis-specified.
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Although the two methods focus on different perspectives, they are closely linked and
can have equivalent presentations of each other. (Some examples can be found in
Appendix B.) The link is the signal-noise ratio (or smoothing parameter which is the
inverse of signal-noise ratio). The signal can be defined as the variance of the
non-stationary trend component, and the noise can be defined as the variance of the
stationary cyclical and irregular components. The signal-noise ratio plays a key role in
determining how observations should be weighted for signal extraction. A higher
signal-noise ratio means that the closest observations receive more weight.

In frequency domain arguments, the signal-noise ratio translates into a
predetermined cut-off period (or frequency) to extract the trend. Any predefined
filter approach could produce a spurious cycle. For example, when Cogley and Nason
(1995) applied the Hodrick—Prescott filter to a random walk series, a large and
persistent cycle emerged. In time domain arguments, the signal-noise ratio would be
different for series with different characteristics. Therefore, a univariate model based
on signal extraction would produce two very different trends in a situation of two
cointegrated series exhibiting balanced growth with different level of volatility. For
example, investment and GDP are usually assumed to have a common trend, but it is
an established stylised fact that the volatility of investment is greater than that of GDP.
(See the theoretical argument and an empirical simulation result in Appendix C.)

Much work in the area of estimating the cyclical component has focussed on the U.S.
quarterly GDP series as a part of business cycle study. Hodrick and Prescott (1997)
suggested that a signal-noise ratio set to 1/1600 was optimal to extract the trend
component and this has been taken as a universal constant for economic time series.
There has been a good deal of debate and written work on how this parameter should
be adapted to series other than U.S. GDP and over different observation intervals. We
list some work on the annual time series. Backus and Kehoe (1992) used a
signal-noise ratio of 1/100. Maravall and del Ria (2001) suggest 1/6 and 1/7. More
recently, Ravan and Uhlig (2002) analysed the issues and suggest 1/6.25. Harvey and
Trimbur (2003) take a similar view, but focus more on the implication to the
unobserved component model and agree that 1/6.25 for annual data series matches
1/1600 for quarterly data series.

3.1 Discussion of filters

In our investigation, we consider the following detrending methods commonly used
in the macro-economic time series cyclical component analysis.

1. 11-term Henderson (Henderson, 1910) filter: A linear two-sided low-pass filter
which is used in the X-11 seasonal adjustment method family (U.S. Census X-11,
Statistics Canada X-11-ARIMA, and U.S. Census X-12—-ARIMA) to produce a
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combined trend and cycle component. This filter is currently used by the ABS
with Australian market MFP and will be referred to as H(11) hereafter.

2. Hodrick-Prescott (Hodrick and Prescott, 1980) filter: A linear two-sided
low-pass filter which extracts a trend component by introducing a trade off
between a good fit to the actual series and the degree of smoothness of the
trend series. As discussed above, this smoothing restriction parameter is often
set to 6.25 in the economic literature based on U.S. annual GDP (translating to a
signal-noise ratio of 1/6.25). This filter will be referred to as HP(6.25) hereafter.

3.  Baxter—King (Baxter and King, 1995) filter: A two sided band pass filter which
eliminates very slow moving (‘trend”) components and very high frequency
(‘irregular’) components while retaining the intermediate (‘cycle’) components.
Our study uses a filter length of 17 and the lower and upper boundaries set as 2
and 10 years respectively. This filter is referred to as BK(2, 10, 17) hereafter.

4. Beveridge—Nelson ( Beveridge and Nelson, 1981) method: This model-based
method assumes an ARIMA(p,1,q) model fits the time series and imposes
restrictions to decompose the trend and cycle components. As the trend is a
stochastic process, this model may not necessarily produce a smooth trend. For
our analysis, an ARIMA(2,1,2) is used, referred to as BN(2,2). The
Beveridge—Nelson approach implies much of the variation of the series is
attributable to variation in the trend while the cycle component is small and
noisy (Morley et al., 2003).

5. Unobserved components models (Harvey, 1993): This model-based method
assumes that a time series is composed of trend, cycle and irregular
components. These three components can be recovered by imposing certain
restrictions on the trend and cycle process. This model is referred as the
(structural state space) UCM hereafter. Utilising Kalman filter techniques, we
can produce a ‘smooth trend’ from the UCM. (See details in Appendix B.)

Some statistical techniques often featured in the literature were not selected for
practical reasons. These include non-linear trend methods, first order differences,
Markov-switching models (Hamilton, 1989), exponential smoothing (Gardner, 1985)
and the Rotemberg decomposition (Rotemberg, 1999). Others, like the
non-parametric method of the Phase Average Trend (Boschan and Ebanks, 1978) were
not considered because they are designed for quarterly and/or monthly time series.

Harvey and Jaeger (1993) and Harvey and Trimbur (2003) show that both
Hodrick—Prescott and Baxter—King filters are special forms of the Butterworth filter
family and are partially equivalent to the unobserved component model framework by
explicitly modelling trend and cycle. However, a general unobserved component
model does not suffer the criticism of producing spurious cycles as far as we know.
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Although a general unobserved component model is preferable from a theoretical
point of view, it is based on different principles from filtering methods and is not easy
to implement in practice because of cumbersome model fitting and potential model
instability. (See details in Appendix B.)

It is difficult to identify a key set of diagnostics to determine the optimal filter and
extract the cyclical component for a particular economic data series. However, if
there is a strong cyclical component in the data, it will dominate the effects of the
detrending filter, and the results will be roughly equivalent for different methods.

In answering two fundamental questions —

(1) What is the appropriate smoothing parameter of the Hodrick—Prescott filter for
the annual Australian MFP time series?

(2)  Whether the cyclical component derived from the HP filter is spurious?

we use the UCM as a model-based companion to verify the potential risk of spurious
cycles and to estimate the signal-noise ratio (as an estimator of the HP smoothing
parameter) which offers a rough idea of plausible values of the way in which these
values might change with different levels of volatility.

3.2 Frequency properties of filters

The frequency properties of a filter can be presented as a gain function, which shows
how the spectrum power of a time series is suppressed as the result of applying a filter
to the series. Figure 3.1 shows the gain functions of low-pass and high-pass filters (the
gain function of a high-pass filter is equal to one minus the that of the low-pass filter)
derived from the Henderson filter H(11), the Hodrick—Prescott filter HP(6.25) and the
Baxter—King filter BK(2,10,17) for large samples and ¢ not near the beginning or end of
the series. The vertical line is a 10-year period reference line.

The high-pass filter in figure 3.1 shows that the H(11) filter suppresses more power at
low frequencies than the HP(6.25) filter and BK(2,10,17) filter. Both the H(11) and
BK(2,10,17) filters have an oscillating nature at a period of less than eight years, which
may lead to an increased chance of those methods producing spurious cycles.
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3.1 Frequency response functions
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We use the one-half point of a filter as the point at which it has a gain of one-half to
indicate its filtering property. 4 The spectrum power is mostly retained above this
point and is largely suppressed below this point. Hence the one-half point provides

good indication of the cut-off point of a filter.

3.2 One-half point

060000060000 06000000000000000000000000000000000000060000000000000000000000000060000000000000000000000000060000000

Henderson Hodrick—Prescott Baxter-King
H(11) HP(6.25) BK(2, 7, 10)
Period (years) 6.94 9.80 8.95

.............................................................................................................

Based on our definition that a cyclical component should be in the range of 2 to 10
years, the one-half point of the Henderson seems too low, with cycles greater than 7
years being largely suppressed by the filter. This indicates that the H(11) trend
estimate absorbs too much cycle information at the low frequency range. That is, the
lower frequency cycles are treated as part of the trend by H(11). In addition, the gain
function of H(11) shows that it amplifies cycles with periods in the range from four to
six years. The BK(2,10,17) has multiple areas of amplified cycles. In other words,
both the Henderson and Baxter—King filter are likely to product spurious cycle

between ranges with amplified cycles.

4 One-half point of a filter gain function is a crude indictor of the cut-point of the filter. It is not sufficient by

itself to describe the full frequency response of the filter.
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From the frequency argument point of view, the HP(6.25) is more appropriate than
H(11) or BK(2,10,17) as it does not have amplified cycles and its one-half point lines
up closely with our definition of a maximum cycle length of 10 years. However, this
frequency argument is not sufficient for the extraction of a good quality long term
trend under high levels of volatility. (See details in Appendix C.) The frequency
argument should be used as a lower boundary for the choice of the HP filter
smoothing parameter. The smoothing parameter will need to be adjusted if the trend
variations are much lower than the level of noise (i.e. low signal-noise ratio). In the
next section, we use annual MFP as a case study to choose an appropriate smoothing
parameter. We also consider the GDP and labour input (Hours Worked index) series
for cross-validation of the techniques.
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4. CASE STUDY — AUSTRALIAN MULTIFACTOR PRODUCTIVITY CYCLES

Multifactor productivity (MFP) is one of the key drivers of economic growth and is
generally linked to increasing living standards in the long run through higher real
incomes. Productivity statistics are important for policy makers, researchers and
economic commentators who are interested in economic growth. The Australian
Bureau of Statistics (ABS) produces annual estimates of the multifactor productivity
(MFP) index for the Australian market sector as part of the Australian System of
National Accounts (ABS cat. no. 5204.0). Estimates are produced from the financial
year 1964-65 allowing analysts to measure the growth of MFP over time. The ABS
currently publishes MFP growth using two methods:

1.  Between adjacent years;
2. Average growth rate between MFP cycle peaks.

The latter is a more consistent indicator for comparing MFP over time to minimise the
influence of cyclical effects on measures of capital and productivity. This peak-to-peak
adjustment method approximates, on average, a close normal capacity utilisation
(Morrison, 1985).

We undertook this project to investigate statistical methods used to extract the cyclical
component of MFP, and therefore identify and date MFP peaks with the aim of
evaluating the methods and assumptions used. This work also examines the
relationship of MFP estimates at the industry level, comparing individual industry
cycles to the aggregate productivity cycle.

In the context of analysing Australian macro economic time series, the HP filter
technique has been widely used in estimating total factor productivity trend in output
gap estimates (Brouwer, 1998) and for output gap estimates (Gruen et al., 2002)
although authors of both papers acknowledge that the choice of the HP filter
smoothing parameter is arbitrary.

4.1 Testing the MFP series trend and cycle components

To determine whether the MFP series has a non-stationary trend and a stationary cycle
component, we can use a variety of statistical tests to help us to understand the nature
of the series before we interpret the result of the trend and cyclical component
estimated from a filter or model.

1. Test if the series is non-stationary with a deterministic time trend. Nelson and
Plosser (1982) used a unit root test to show that most economic time series
could not be handled by a deterministic time trend plus a stationary component.
The deterministic trend and stationary models are so implausible that they
should not be imposed unless there is very strong supporting evidence for doing
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so. A test of the null hypothesis that the series has a unit root with a
deterministic time trend can be performed by using the Dickey-Fuller test
(Dickey and Fuller, 1981).

2. Testifthe series is a random walk. Cogley and Nason (1995) show that the
Hodrick—Prescott filter can produce a spurious cyclical component when it is
applied to a random walk that has no cycle component. A random walk test can
be performed by applying white noise tests, such as Box-Ljung Q-statistics and
Durbin-Watson tests, on the differenced time series.

3. Test the stochastic cyclical component and estimate the signal-noise ratio.
Assuming that an UCM with state space presentation is adequate to fit the time
series data generation process, we can identify the nature of the trend. We can
also test if a stochastic cyclical component exists, and estimate the signal-noise
ratio as an assessment for what might be an appropriate smoothing parameter to
use when applying the Hodrick—Prescott filter. (Details of our model selection

procedure can be found in Appendix B.)

Table 4.1 shows test results for MFP, GDP and labour input series.

4.1 Tests of Multifactor productivity, Gross domestic product and Labour input properties

ooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo

Multi- Gross

] Labour
factor domestic inouts
productivity product P
1(1) with deterministic trend
Dickey—Fuller unit root tests not rejected not rejected not rejected
rho p-value 0.2100 0.4483 0.0095
tau p-value 0.3200 0.2929 0.0506
Random walk
Box-Ljung Q(6) p-value 0.3364 0.5532 0.0822
Durbin-Watson p-value 0.2418 0.0015 0.3418
UCM does not include stochastic cycle
Inverse of signal-noise ratio (lambda) 16.7818 0.6418 0.0162
UCM includes stochastic cycle
Inverse of signal-noise ratio (lambda) 2.98E+12 2,840 4.36E+08
Final UCM model
Inclusion of stochastic cycle component no no no

ooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo

The following discussion focuses on the MFP series. The Dickey—Fuller unit root test
suggests that the MFP series is not a deterministic time trend plus a stationary series
because the residuals from a deterministic trend are not stationary. Both the
Box—Ljung Q-statistics and Durbin—Watson test suggests that we have no strong
statistical evidence to reject the hypothesis that MFP is a random walk. The UCM
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model test results with and without a stochastic cycle also show that there is no strong
evidence of the existence of a stationary cyclical component (see details of our model
selection procedure in Appendix B) if we believe the UCM fits the MFP data
generating process well. The large inverse signal-noise ratio value from the UCM with
a stochastic cyclical component suggests that MFP has a deterministic trend with a
non-stationary stochastic cyclical component or no cyclical component at all.

However, the inverse of the signal-noise ratio from the UCM without a cyclical
component model suggests that there is more noise in the MFP series. The ‘standard’
HP filter with 6.25 smoothing parameter is designed for US GDP and may not be
appropriate for Australian MFP, which exhibits greater volatility. Tests for GDP and
labour input series have similar results, except that the Dickey—Fuller unit root test
suggests that the labour input series is likely to have a deterministic time trend and
both GDP and labour input series have inverse signal-noise ratios smaller than 6.25.

To determine the appropriate HP filter smoothing parameter for MFP detrending, we
use a smooth trend UCM to estimate the inverse signal-noise ratios for each year
starting from 1982 to 2006 (note: the UCM can estimate a deterministic trend rather
than a smooth trend if a series is too short). Figure 4.2 shows the estimated inverse
signal-noise ratios for MFP, GDP and labour input at each year.

4.2 Inverse signal-noise ratios of unobserved components model

MFP: Inverse of signal-noise ratios GDP: Inverse of signal-noise ratios
(smoothing parameter) (smoothing parameter)
60 3
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Labour: Inverse of signal-noise ratios

(smoothing parameter)
0.25
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- 0.15
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The variations in the estimated signal-noise ratios show that the ratio is sensitive to
data and its length. A fixed value would be preferred although the HP filter would
produce similar detrending results if different smoothing parameters (or inverse
signal-noise ratio) within a sensible range were used. The UCM estimated inverse of
signal-noise ratios for GDP and labour input series are much smaller than 6.25 over
the same periods. Therefore, use of a fixed smoothing parameter HP(6.25) is
appropriate from the cycle frequency argument perspective for GDP and labour input.
MFP shows consistently higher smoothing parameters reflecting the additional
volatility in the series. It is questionable to use the HP(6.25) based on the frequency
argument alone.

4.2 Comparison of trend filters

From the frequency argument point of view, a suitable filter should be able to separate
the long-term trend and stationary components (including the cyclical component) at
a particular cut-off period (e.g. ten years). However, a detrending filter will also cut
out the low frequency power of the stationary component. In other words, the low
frequency cycle overflows into the trend frequency range and is removed. Therefore,
a detrending filter can potentially distort the properties of the detrended series. (See
details in Appendix C.) Care needs to be taken when using a larger smoothing
parameter derived from the signal-noise ratio from an appropriate UCM model to
ensure the quality of detrending.

In choosing an appropriate fixed smoothing parameter (i.e. inverse signal-noise ratio)
for MFP, we consider the following factors:

. Volatility: An appropriate fixed smoothing parameter is needed to handle the
high volatility (or noise) level of the MFP series.

. Comparability: When analysing industry level MFP series and contributions to
total market MFP we require the same smoothing parameter. This allows cross
sectional industry level MFP cyclical comparisons and the contribution to the
total MFP cyclical pattern to be meaningful and coherent. Using different
customised smoothing parameters for different industry MFP series will make
comparability impossible.

. Consistency and transparency: It is also desirable to use the same smoothing

parameter over time consistently, and to allow for the reproduction of results.

As a result of the above considerations, we chose 25 as an appropriate smoothing
parameter based on our judgement and empirical the evidence from our analysis of
the signal-noise ratio and its variations over time using UCM fittings in the previous

sections.
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The following table shows the one-half points of HP(0.6), HP(16.78) and HP(25)
against HP(6.25) and other filters. (More detailed discussions about frequency
arguments can be found in Appendix A.)

4.3 One-half point comparisons of different filters

.............................................................................................................

HENQErson torstesserereseeseeteresietatttatonctotcnicratonctatcncsrstotcsatonssatcnteatoncas BaXter—King
H(11) HP(0.60) HP(6.25) HP(16.78) HP(25) BK(2, 7, 10)
Period (years) 6.94 5.19 9.80 12.57 13.94 8.95

.............................................................................................................

The one-half point of H(25) of around 14 years is much longer than the maximum
defined cycle length of 10 years. However, this adjustment is justified, given the
higher level of volatility associated with MFP. (See our argument and empirical
simulation study in Appendix C.) This result also suggests that the 11-term
Henderson filter, H(11), may not be the most appropriate choice for the relatively
high volatility MFP series.

Figure 4.4 shows the long term trends estimated from the various methods proposed.

4.4 Original and trend series

MULTIFACTOR PRODUCTIVITY, Original And Trend Series—(2005=2100)

index
110 q
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50 -
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Source: ABS Cat No. 5204.0

Figure 4.4 shows that MFP is a non-stationary series that is steadily increasing over
time and its long term trend is captured by all methods. The differences between the
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estimated long term trends are reasonably small and cannot be analysed from this
graph. Analysing the derived cycle component as the percentage deviation of the
original series from the long term trend shown in figure 4.5 shows that the derived
corresponding cyclical components do have visible differences.

4.5 Cycle component with ABS declared productivity peaks
RAULTIFACTOR PRODUCTRATY, Cyde Conponent AES Declared IEP Peark

seraee e

—— Refersncs Lins
........... Hanclarsan

E - - HodneleFis soott (25
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L - - Bastzr King

o |
1965 1970 1975 1980 1985 19450 1965 2000 2005
Firancial Yeaar (2000 =Juls 1999 - Jure20000

The pattern of cyclical components from the different methods in Figure 4.5 is
consistent, with almost all peaks and troughs lining up. However, in comparing the
cyclical peaks from the various methods to the ABS declared peaks indicated by the
vertical lines, there appear to be some missed peaks in the late 1970s and inconsistent
results with the 1993-94 peak. Although identified statistical peaks provide useful
evidence, the ABS considers a range of other economic information including real
output (GDP), unemployment rate and business expectations when identifying
productivity peaks.

The 1993-94 declared peak is not strong under 11-term Henderson method and does
not appear as a peak under the HP and unobserved components models. Given these
results and the issues of the Henderson filter discussed in Section 3.2, this leads us to
question whether the Henderson filter appears to be producing a spurious peak at the
1993-94. The HP filter methods produce consistent results with smoothing
parameters of 25 and 16.8 and are also consistent with the unobserved components
model. The Baxter—King filter produces results consistent with the HP filters, but
cannot produce estimates at the end of the series (e.g. with 2005-06 data, it can only

produce a trend up to 2004-05), which does not meet our timeliness criteria.

ABS ¢ ESTIMATING THE CYCLICAL COMPONENT FROM ANNUAL TIME SERIES « 1352.0.55.085 17



4.3 Sensitivity of methods to revisions

Many trend-cycle decomposition methods suffer from the so called end-point
problem. The trend estimate at ¢ is based on information available up to and including
period ¢. It can change significantly when new data for period 7+ 1 becomes available.
Near the end of the time series sample, less information is available regarding the
persistence of shocks, rendering the decomposition of the trend-cycle less reliable.

Our revision analysis was undertaken to simulate real time estimates. As the major
difference between the methods was at the controversial MFP peak at 1993-94, we
simulated four consecutive cyclical component estimates for 1993-94 and the last
estimate made with data up to 2005-06. Figure 4.6 shows the revision patterns of the
different methods.

4.6 Cycle component revision at the 1994 peak
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From figure 4.6, we can observe that the 11-term Henderson filter, H(11), generally
produces smaller revisions due to the fact that it uses less weighting terms than HP
filter. The amount of revisions of the HP filters are larger than the H(11) method
because they have longer weighting terms and use the implied forecasts over the
missing observation periods. In other words, the relatively large revision suggests that
the HP filter implied model does not fit the data or forecast well. (See more detailed
discussion on using more appropriate forecast models to reduce revisions in
Appendix D.)
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5. APPLICATIONS

Analyses of the interactions between the cyclical behaviour of macro economic
variables can provide powerful stylized facts for the general public and professional
analysts alike. In this section, we present two examples of such cyclical analysis, and
verify our detrending approach.

5.1 Cross-correlation between MFP, GDP and Labour inputs

The cyclical components for MFP, GDP and the labour input series were produced by
using HP(25) and HP(6.25) as proposed in Section 4. Figure 5.1 shows the estimated
cyclical components against the ABS declared MFP peaks, and GDP peak turning
points derived from applying the well known classical Phase Average Trend (PAT)
method (Boschan en Ebanks, 1978) to the quarterly GDP series.

As discussed in Section 4, from a statistical evidence point of view, it appears that the
1976-77 and 1978-79 MFP peaks appear to be missing from the ABS declared MFP
peaks and the 1994 peak is questionable. Our GDP peaks using annual GDP series
match the peaks derived by the PAT method on quarterly GDP series. A small
mismatch on 1981-82 can be attributed to the lower resolution of annual series.

5.1 Stylized cyclical components
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From figure 5.1, we can observe some regular patterns among the cycles. For
example, MFP peaks appear to lead GDP peaks (1968-69, 1984-85, 198788,
1998-99). Labour input appears to peak (or trough) at the same time as GDP or a
year later (1969-70, 1973-74, 1983-84, 1989-90, 1992-93, 1999-00, 2004—05). This
leading and lagging relationship can be analysed by lagged cross-correlations between
cyclical components to reveal a general statistical pattern. Figure 5.2 shows the lagged
cross-correlations between MFP, GDP and labour input.

5.2 Cross correlations of cyclical components

Cross correlation between MFP and Labour Input

0.1 0.1
[

correlation

-0.3 -

lags

Cross correlation between MFP and GDP

0.6

0.2
1

correlation

-0.2
1

T T T T T
-4 2 0 2 4

lags

Cross correlation between Labour Input and GDP

correlation

-04 00 04

Large, positive cross correlation at lags —1 (0.26) and -2 (0.23) between MFP and
labour input indicates that the MFP cycle may lead labour input by one or two years.
Large negative cross correlations at lag 1 (=0.28) and 2 (-0.23) between MFP and
labour input suggest that MFP cycle may move in the opposite direction to the labour
input cycle with a delay of one or two years.

This leading and lagging relationship between MFP and labour input can be
interpreted as labour input peaking one or two years after an MFP peak because the
peaked MFP implies the work force has been over stretched and requires more labour
input. A MFP trough is likely to follow a peaked labour input after one or two years
because over employment may reduce productivity.
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A large cross correlation between MFP and GDP at lag 0 (0.67) indicates that their
cycles are likely to be synchronised or that productivity is procyclical. This stylized
fact of procyclical productivity is an essential feature of business cycles (Basu and
Fernald, 2000).

Large cross correlations between labour input and GDP at lag 0 (0.69) and 1 (0.49)
suggest that labour input cycle is likely synchronised with GDP or has one year delay.
This delay is also consistent with a well known cycle phenomenon — employment lags
GDP by about half year.

5.2 Industry cycle contribution

A key analytical issue that arises with analysing MFP cycles is to understand which
industries are driving the market MFP peaks at different times. This requires us to use
the HP(25) filter for comparisons of cycles between different industries, noting that
the use of the derived smoothing parameter (or inverse signal-noise ratio) may give
inconsistent results due to the fact different smoothing parameters are applied to
different industries. By applying the same filter to each series, the size of each cycle
component is estimated based on the deviation from a long term trend with the same
properties.

Figure 5.3 shows the cycle component of market MFP at the 2003—-04 peak compared
to the cycle component of the industry MFP using the HP(25) filter.

5.3 Comparing the market MFP cycle to industry MFP cycles

MFP PERCENTAGE DEVIATION FROM TREND, 2004 Market MFP Peak
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Figure 5.3 shows that in 2004, when market MFP was at the peak of its cycle, most
industry cyclical components were also positive. It is not possible to get the relative
contributions of the industries to the market MFP peak from just the cycle
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components, as they are all rebased indexes. Hence we need to take account of the
relative sizes of the different industries. To do this, we use the value added
contributions measured by the proportion of output in each industry to total market
output (e.g. sum of industry outputs) as a weight and apply it to the cycle component.
This gives the relative contributions of the industry cycles to the total market MPF
cycle peak illustrated in figure 5.4.

5.4 Weighted industry cycle contribution to market MFP cycle

MFP PERCENTAGE DEVIATION FROM TREND - WEIGHTED, 2004 Market MFP Peak
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Figure 5.4 shows that the 2003—-04 market MFP peak is primarily driven by Agriculture,
forestry and fishing as well as Manufacturing. Construction and Retail trade also
contribute somewhat to the peak and Mining is the only industry showing a strong
negative effect. Similar results were observed for the other market MFP peaks with
Construction behaving most similarly to market MFP and Mining showing a strong
counter-cyclical effect. The reasons for the counter cyclical effect of Mining could
include the lag effect, mining requires a large investment in capital over a long period
of time before any output is realised.
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6. CONCLUDING REMARKS

The focus of this paper was to find an appropriate statistical filter to detrend and
derive the cyclical component from an ABS annual time series and compare it against
current ABS practice. As a case study, we investigated the application of several
commonly used filters to the annual Australian market multifactor productivity (MFP)
series and evaluated their performance against the current practice of using the
11-term Henderson filter.

Our investigation suggests that the 11-term Henderson filter may not be the best
choice for detrending economic series. When considering the frequency argument,
the cut-off period is too short in relation to the cycle frequency range.

Using a state space unobserved component model (UCM), we estimated the
signal-noise ratio which revealed the relatively high volatility of MFP. The use of a
‘standard’ Hodrick—Prescott (HP) filter with a smoothing parameter (or inverse
signal-noise ratio) of 6.25 appeared less reliable for MFP because it did not take into
account the relatively high volatility in the series, which can potentially distort the
properties of the detrended series (or cyclical component).

When fitting an UCM for MFP, we found that this type of model is very sensitive to the
properties of the economic series under study and it is a complicated task to find the
best fitting model because of instability. Although the UCM provides very useful
information and interpretation about the nature of the unobserved components and
also performs good forecasts, the best fitted (or forecasting) UCM model may not
necessarily meet the stationary cyclical component requirement. Therefore, a test for
the existence of a stationary cyclical component is still in question. We concluded that
not every UCM is suitable for cycle analysis unless the fitted model meets the
predefined property/requirement of trend and cycle decomposition (see equation

D).

In balancing the frequency argument and the level of volatility, we recommend the
use of a customised Hodrick—Prescott filter with a smoothing parameter of 25 to
extract the MFP cyclical component, giving consideration to comparability,
consistency and transparency factors.

However, the challenge remains to verify that the MFP cyclical component derived
from the HP(25) is not spurious. There is no statistical evidence suggesting the
existence of a cyclical component from all random walk tests, the smooth trend and
no cycle UCM. One can suspect that either the tests are not appropriate or the
estimated cyclical component is spurious.
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It is a well known fact that Hodrick—Prescott filter produces relatively large revisions at
the end of a series because the implied model may not necessarily fit the series
generation process well. In Appendix D, we have shown that the effect of revisions
can be reduced by using forecast techniques. However, it would be a challenge for
any official statistical organisation to define a forecast model and the forecast values
for a sensitive macro time series like MFP or GDP.

The methodology presented in this paper paves the way to formalise a general ABS
approach to produce long-term trend and cyclical component estimates from annual
time series if there is demand for such an apporach in the future.

24 ABS ¢ ESTIMATING THE CYCLICAL COMPONENT FROM ANNUAL TIME SERIES * 1352.0.55.085



7. REFERENCES

Backus, D.K. and Kehoe, P.J. (1992) “International Evidence on the Historical
Properties of Business Cycles”, American Economic Review, 82, pp. 864-88.

Baxter, M. and King, R.G. (1995) “Measuring Business-cycles: Approximate Band-Pass
Filters for Economic Time Series”, Working Paper No. 5022, National Bureau of
Economic Research.

Baxter, M. and King, R. (1999) “Measuring Business Cycles: Approximate Bandpass
Filters for Economic Time Series”, Review of Economics and Statistics, 81, pp.
575-593.

Beveridge, S. and Nelson, C.R. (1981) “A New Approach to the Decomposition of
Economic Time Series into Permanent and Transitory Components with
Particular Attention to Measurement of the Business Cycle”, Journal of
Monetary Economics, 7, pp. 151-74.

Boone, L.; Giorno, C.; Meacci, M.; Rae, D.; Richardson, P. and Turner, D. (2000) “The
Concept, Policy Use and Measurement of Structural Unemployment: Estimating
a Time Varying NAIRU across 21 OECD Countries”, OECD Working Paper
ECO/WKP (2000) 23.

Boschan, C. and Ebanks, W.W. (1978) “The Phase-Average Trend: A New Way of
Measuring Economic Growth”, 1978 Proceedings of the Business and Economic
Statistics Section, American Statistical Association, Washington, D.C..

Bouthevillain, C.; Cour-Thimann, P.; van den Dool, G.; de Cos, P.H.; Langenus, G.;
Mohr, M.; Momigliano, S. and Tujula, M. (2001) “Cyclically Adjusted Budget
Balances: An Alternative Approach”, European Central Bank Working Paper 77,
<http://www.ecb.int/pub/pdf/scpwps/ecbwp077.pdf>

Brouwer, G.D. (1998) “Estimating Output Gaps”, Research Discussion Paper 9809,
Reserve Bank of Australia.

Buso, S. and Fernald, J. (2001) “Why is Productivity Procyclical? Why Do We Care?”, in
Hulten, C.R.; Dean, E.R. and Harper, M J. (eds), New Developments in
Productivity Analysis, University of Chicago Press.

Burnside, C. (1998) “Detrending and Business Cycle Facts: A Comment”, Journal of
Monetary Economics, 41(3), pp. 513-532.

Butterworth, S. (1930) “On the Theory of Filter Amplifiers”, Wireless Engineer (also
called Experimental Wireless and the Radio Engineer), 7, pp. 536-541.

Canova, F. (1998a) “Detrending and Business Cycle Facts”, Journal of Monetary
Economics, 41(3), pp. 475-512.

ABS ¢ ESTIMATING THE CYCLICAL COMPONENT FROM ANNUAL TIME SERIES « 1352.0.55.085 25



Canova, F. (1998b) “Detrending and Business Cycle Facts: A User's Guide”, Journal of
Monetary Economics, 41(3), pp. 533—540.

Chagny, O. and Dopke, J. (2002) “Measures of the Output Gap in the Euro-Zone: An
Empirical Assessment of Selected Methods”, Quarterly Journal of Economic
Research (Vierteljabrshefte zur Wirtschaftsforschung), 70, pp. 310-330.

Cogley, T. and Nason, J.N. (1995) “Effects of the Hodrick—Prescott Filter on Trend and
Difference Stationary Time Series. Implications for Business Cycle Research”,
Journal of Economic Dynamics and Control, 19, pp. 253-278.

Danthine, J.P. and Girardin, M. (1989) “Business Cycles in Switzerland. A Comparative
Study”, European Economic Review, 33, pp. 31-50.

Denis, C.; Morrow, K.M. and Roger, W. (2002) “Production Function Approach to
Calculating Potential Growth and Output Gaps — Estimates for the EU Member
States and the US”, European Commission Economic Papers No. 176.

Dopke, J. (2004) “Real-Time Data and Business Cycle Analysis in Germany: Some
Preliminary Results”, Deutsche Bundesbank, Volkswirtschaftliches
Forschungszentrum, Working Paper 11/2004.

Dupasquier, C.; Guay, A. and St-Amant, P. (1997) “A Comparison of Alternative
Methodologies for Estimating Potential Output and the Output Gap”, Bank of
Canada Working Paper 97-5.

Gomez, V. (2001) “The Use of Butterworth Filters for Trend and Cycle Estimation in
Economic Time Series”, Journal of Business and Economic Statistics, 19, pp.
365-373.

Gardner, E.S. (1985) “Exponential Smoothing: The State of the Art”, Journal of
Forecasting, 4, pp. 1-28.

Gruen, D.; Robinson, T. and Stone, A. (2002) “Output Gaps in Real Time: Are they
Reliable enough to use for Monetary Policy?”, Research Discussion Paper
2002-06, Reserve Bank of Australia.

Hamilton, J.D. (1989) “A New Approach to the Economic Analysis of Nonstationary
Time Series and the Business Cycle”, Econometrica, 57, pp. 357-384.

Harvey, A. (1989) Forecasting, Structural Time Series Models and the Kalman Filter,
Cambridge University Press.

Harvey, A. and Jaeger, A. (1993) “Detrending, Stylised Facts and the Business Cycle”,
Journal of Applied Econometrics, 8, pp. 231-247.

26 ABS ¢ ESTIMATING THE CYCLICAL COMPONENT FROM ANNUAL TIME SERIES * 1352.0.55.085



Harvey, A.C. and Trimbur, T.M. (2003a) “General Model-Based Filters for Extracting
Cycles and Trends in Economic Time Series”, Review of Economics and
Statistics, 85, pp. 244-255.

Harvey, A.C. and Trimbur, T.M. (2003b) “Trend Estimation, Signal-Noise Ratio and
the Frequency of Oberservations”, in Proceedings of the 4th Colloquium on
Modern Tools for Business Cycle Analysis, EUROSTAT, Luxembourg.

Henderson, R. (1916) “Note on Graduation by Adjusted Average”, Transactions of the
American Society of Actuaries, 17, pp. 43—48.

Hodrick, RJ. and Prescott, E. (1980) “Post-war U.S. Business-Cycles: An Empirical
Investigation”, Working Paper, Carnegie-Mellon University.

Hodrick, RJ. and Prescott, E.C. (1997) “Postwar U.S. Business Cycles: An Empirical
Investigation”, Journal of Money, Credit and Banking, 29, pp. 1-16.

Hulten, C. (1986) “Productivity Change, Capacity Utilization, and the Sources of
Efficiency”, Journal of Econometrics, 33, pp. 31-50.

Jaeger, A. (1994) “Mechanical Detrending by Hodrick—Prescott Filtering: A Note”,
Empirical Economics, 19, pp. 493-500.

Kaiser, R. and Maravall, A. (1999) “Estimation of the Business Cycle: A Modified
Hodrick—Prescott Filter”, Spanish Economic Review, 1, pp. 175-200.

Leser, C.E.V. (1961) “A Simple Method of Trend Construction”, Journal of the Royal
Statistical Society, Series B (Methodological), 23, pp. 91-107.

Laxton, D. and Tetlow, R. (1992) “A Simple Multivariate Filter for the Measurement of
Potential Output”, Bank of Canada Technical Report No. 59.

Lucas, R.E. (1980) “Two Illustrations of the Quantity Theory of Money”, American
Economic Review, 70, pp. 1005-1375.

Maddala, G. (1977) Econometrics, MacGraw—Hill.

Maravall, A. and del Rio, A. (2001) “Time aggregation and the Hodrick—Prescott
Filter”, Bank of Spain Working Paper 0108.

Mohr, M. (2005) “A Trend Cycle (=Seasonal) Filter”, European Central Bank Working
Paper Series No. 499.

Morrison, C.J. (1985) “On the Economic Interpretation and Measurement of Optimal
Capacity Utilization with Anticipatory Expectations”, The Review of Economic
Studies, 52(2), pp. 295-310.

Nelson, C.R. and Plosser, C. (1982) “Trends and Random Walks in Macroeconomic
Time Series”, Journal of Monetary Economics, 10, pp. 139-162.

ABS ¢ ESTIMATING THE CYCLICAL COMPONENT FROM ANNUAL TIME SERIES « 1352.0.55.085 27



Pedersen, T.M. (2001) “The Hodrick—Prescott Filter, the Slutzky Effect, and the
Distortionary Effect of Filters”, Journal of Economic Dynamics and Control, 25,
pp. 1081-1101.

Planas, C. and Rossi, A. (2004) “Can Inflation Data Improve the Real-Time Reliability of
Output Gap Estimates?”, Journal of Applied Econometrics, 19, pp. 121-133.

Priestley, M.B. (1981) Spectral Analysis and Time Series, Academic Press, London.

Ravn, M. and Marcet, A. (2003) “The HP Filter in Cross-Country Comparisons”, CEPR
Working paper No. 4244.

Ravn, M. and Uhlig, H. (2002) “On Adjusting the HP Filter for the Frequency of
Observations”, Review of Economics and Statistics, 84, pp. 371-380.

Reeves, J.J.; Blyth, C.A.; Triggs, C.M. and Small, J.P. (1996) “The Hodrick—Prescott
Filter, A Generalisation and a New Procedure for Extracting an Empirical Cycle
from the Series”, Department of Economics Working Paper 163, University of
Auckland.

Reaunstler, G. (2002) “The Information Content of Real-Time Output Gap Estimates:
An Application to the Euro Area”, European Central Bank Working Paper 182.

Reinsch, C.H. (1967) “Smoothing by Spline Functions”, Numerical Mathematics, 10,
pp. 177-183.

Roberts, P. (2006) “Estimates of Industry Level Multifactor Productivity in Australia:
Measurement Initiatives and Issues”, OECD Productivity Measurement
Workshop, Berne Switzerland, 16-18 October 2000,
<http://www.oecd.org/dataoecd/36/10/37496487.pdf>

Rotemberg, J.J. (1999) “A Heuristic Method for Extracting Smooth Trends from
Economic Time Series”, NBER Working Papers 7439.

Schlicht, E. and Pauly, R. (1983) “Descriptive Seasonal Adjustment by Minimizing
Perturbations”, Empirica, 1, pp. 15-28.

Taodter, K.H. (2002) “Exponential Smoothing as an Alternative to the Hodrick—
Prescott Filter?”, in Klein, I. and Mittnik, S. (eds), Contributions to Modern
Econometrics: From Data Analysis to Economic Policy (In Honour of Gerd
Hansen), Kluwer.

Whittle, P. (1983) Prediction and Regulation by Linear Least Square Methods,
Second edition, Minneapolis.

Zheng, S. (2005) “Estimating Industry Level Multifactor Productivity: Methods and
Experimental Results”, Methodology Research Papers, cat. no. 1351.055.004,
Australian Bureau of Statistics, Canberra.

28 ABS ¢ ESTIMATING THE CYCLICAL COMPONENT FROM ANNUAL TIME SERIES * 1352.0.55.085



APPENDIXES

A. HENDERSON FILTER AND HODRICK-PRESCOTT FILTER

The Henderson filter (Henderson, 1910) is designed to firstly, leave a time series
derived from a polynomial function degree of three unchanged after this time series is
filtered, and secondly, minimise the variance of the second differenced filtered series.
These design features can produce a wide range of underlying curvatures with
maximum smoothness. Therefore, it is commonly used as the trend-cycle component
in the X-11 seasonal adjustment family of packages. The 5 and 13 term Henderson
filters are generally used for quarterly and monthly time series seasonal adjustment.
The ABS currently uses the 11-term Henderson filter to estimate the annual MFP trend
component and derive the cyclical component. However, it has been questioned if
the Henderson filter is a good choice to extract a long-term trend.

The Hodrick—Prescott (HP) filter (Hodrick and Prescott, 1997) was initially designed to
estimate the trend and then derive the cyclical component of quarterly US GDP. This
filter is often applied to other macro economic series for long-term trend and cyclical
component estimation. This filter can be traced back as a special form of the cubic
smoothing spline by Reinsch (1967) from a statistical smoothing perspective. It is also
a special form of a low pass filter — the Butterworth filter family (Butterworth, 1930)
from an electronic filter design perspective. Gomez (2001) and Harvey and Trimbur
(2003) also suggest its application to extract trend and cycle in economic time series.

The HP filter assumes the given time series y; of (1) and solves:

T 7-1
mm{y,}{zetz +/IZ[(,UI+1 — 1) — (Y _,ut—l)]z} 2)
1=1 1=2

where the parameter A controls the smoothness of the estimated trend component.
Since the parameter /4 is the key to control the properties of a HP filter, much has
been written about the proper or correct value , however, without providing clear
indications as to how to choose the appropriate value of 4.

The effect of the value of 4 can be best demonstrated in the frequency domain. The
HP filter gain function is given by (3):

41— cos(a)))2
1/ 2 +4(1 - cos(w))?

g(w,A) = 3)

As the gain functions of the HP filter for different A-values in figure A.1 show, low
frequency components are allocated to the trend while high frequency components
are allocated to the cycle.
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A.1 Gain function of high-pass Henderson and HP filters

High Pass Hodrick-Prescott filter
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Figure A.1 suggests the 11-term Henderson filters suppress more power in low cycles
(period great than eight years) than the HP filter, and amplifies the cycle in periods
ranging from four to six years. In other words, the Henderson filter is likely to
produce spurious cycle of 4-6 years. With HP filters, figure A.1 shows that higher
values of A shift the gain function of the trend to the left so that the trend contains less
of the higher frequencies, thereby becoming smoother. If A — oo, the extracted trend
approaches a linear trend. With lower values of the smoothing parameter, the trend
becomes more volatile as a greater proportion contains the high-frequency spectrum.
In the extreme case of 4 =0, the trend is equal to the original series. Figure A.2 shows
the relationship between the one-half point of the HP filter and the choice of
smoothing parameter between 0.5 and 100.

Ideally, the choice of 4 should be adjusted so that it reflects prior knowledge of the
length of the cycle. However, the smoothing parameter does not only affect the cycle
but also the volatility of the trend growth. The actual fact is that the HP filter does not
contain an explicit model of the cycle. Therefore, many practitioners tend to choose
high values for 4 when filtering annual data because they feel that lower values, as
suggested in econometric literature, would give rise to implausibly volatile trend
growth rates. Thus, the value of 4 is often based on a prior assumption of an
acceptable trend volatility. Values of 1600 for quarterly data and of 100 for annual data
are commonly used. On the basis of frequency domain considerations, Ravn and
Uhlig (2002) argue that A = 1600 for quarterly data is inconsistent with 4 = 100 but
would rather correspond to 4 = 6.25 for annual data. Kaiser and Maravall (1999)
propose a value of 8 for annual data, and Pedersen (2001) argues for a value of 1000
for quarterly data and 3.5 for annual data. Bouthevillain ez a/. (2001) used A = 30 and
Mohr (2001) used A = 20 in annual data applications.

The frequency domain characteristics of the HP filter have well-known implications:
first, the volatility of the cycle is controlled by the smoothing parameter 4. However,
as 4 defines the trend volatility as well, there is no way to model the trend and the
cycle independently from each other. Extracting shorter cycles comes automatically at
the cost of a more volatile trend. Second, the missing model for the cyclical
component has important consequences when new data at the end of the sample is
processed. There is no other choice than to allocate the information contained in a
new data either to the trend or to the cycle, even though it may represent an outlier
not generated by the data generating process underlying the HP filter. Finally, the HP
filter is often used as an approximation to an ideal filter. Suppose, for instance, that
the objective is to filter out a cycle length of 10 or less periods implying an ideal filter
as shown in figure A.1: all frequencies below the critical frequency of 27/10 are largely
cut off. By adjusting A, the HP filter can approximate the desired ideal filter to some
extent. However, there is a trade off in the choice of A: while decreasing / gives a
better approximation to the ideal filter in the low frequency range, it worsens the
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approximation in the higher range. Therefore, either the trend contains frequencies
which ideally should be fully captured in the cycle and is therefore overly volatile, or
longer cycles which according to the ideal filter belong to the trend have too much

weight in the cycle.
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B. UNOBSERVED COMPONENT MODEL AND MODEL SELECTION

Harvey (1989) set up a structural state space model which explicitly contains trend,
cyclical and irregular components rather than simply having an irregular term added
to the trend.

2
V=M, FC tE, & ~ N[D(O,O‘E) (4)

where y; is the observed series, u; is the trend, ¢, is the cycle, and ¢ is the irregular
component.

The trend is a local linear trend defined as

2
M=y + By 1, n —~ N[D(O, 0}7)

: )
Br=pa+¢, §¢~NID(0,0'§)

where u; and f5; are the trend and slope with mutually independent normal white
noise disturbances 77; and {;. 0',27 and ¢? are their variances respectively. The stochastic
cycle is generated as

2
(C,J_p(cosyc sinycj[ct_l}{zt] Xt NN[D(O,O'Z) ®
i) lsinye coss )\ ) i~ wn(o?)
where p is the damping factor such that 0 < p <1, y. is the frequency of the cycle in
radians, y; and y} are both NID(0, 0)2{) and independent. The irregular components

NID(0,02), and disturbances in all three components are taken to be independent of
each other.

The local trend has a very flexible structure. If both disturbance variances 0,27 and (7%
are zeros, the trend is deterministic, that is u; =g + ;. When only og is zero, the
slope is fixed and the trend reduces to a random walk with drift. Allowing og to be
positive, but setting (7,27 to zero gives an integrated random walk trend. The
signal-noise ratio is given by non-zero o¢/a7 = A~!. This specification of the trend is
often referred to as a smooth trend.

Harvey and Jaeger (1993) show that the HP filter is equivalent to postulating the above
structural state space model imposing restrictions o3 =0, o}/07 = 47", ¢, =0, 6}/07 is
the signal-noise ratio of this restricted system with a smooth trend. The HP estimate
of the cyclical component is then simply given as the smoothed irregular components.
In other words, the HP filter does not actually specifically model the cyclical
component but the residuals of the observed series against the estimated trend.
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Harvey and others argue that it may not be appropriate to apply the HP filter to
economic time series other than US GNP. Harvey (1997) states, “At the theoretical
level, it can be shown to produce a spurious cycle when applied to a random walk.
This is an example of the effect which Yule and Slutsky drew attention over fifty years
ago. It is somewhat surprising that many modern economists still have not got the
message”.

Harvey and Trimbur (2003) examine how signal-noise ratios change with the
observation interval for both stock and flow time series, and look at the implications
of using the Hodrick—Prescott filter to extract cycles at annual and monthly
frequencies. They strongly suggest that a model building approach is the way to
proceed.

Multifactor productivity

We apply the structural state space model to the annual market section multifactor
productivity index. Table B.1 shows the fitted and estimated parameters.

The ‘no restriction’” model allows the model hyper-parameters to be estimated from
data. The t-statistic probabilities show that the level, and slope error variances, 0',27 and
a% are not statistically different from zero. This indicates that the trend is likely to be
deterministic. The cyclical component is actually non-stationary because the
estimated cycle dampening factor is 1. Therefore, this model does not satisfy our
predefined stationary cyclical components requirement.

The ‘no cycle’ model excludes the explicitly cyclical component. The t-statistic
probability of the slope error variance ¢# suggests that the trend is a random walk.

The ‘smooth trend—cycle’ model restricts the trend level variance a% to zero. The
t-statistic probability of the slope variance suggest a fixed slope. Therefore, the trend
is likely to be a deterministic trend. This model also suggests that the cyclical
component is not stationary because the estimated cyclical dampening factor is 1.

The ‘smooth trend-no cycle’ model restricts the trend level variance 0,27 to zero, and
excludes the explicitly cyclical component. This model suggests that the estimated

‘smooth trend’ is equivalent to a HP filter with a smoothing parameter of 16.8. The

cycle component is excluded in this case, indicating it may not exist.

From the parsimonious model fitting and reliable forecast perspective, the most
appropriate model to describe the data generation process can be distinguished from
other candidates by using information criteria. Based on the Akaike (AIC) and
Bayesian (BIC) information criteria, table B.1 suggests the ‘smooth trend—cycle’ model
with a non-stationary cycle component and ‘no cycle’ model are selected as the most
appropriate models. Both models suggest the trend is likely to be deterministic.
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Our rule for choosing the specification of the UCM model — with or without a cyclical
component — is that the cyclical component will be included in the UCM model if the
AIC value of the model with a cyclical component is less than the AIC value of the
model without a cyclical component. We also look at whether the probability cyclical
component significance test is less than 0.1, and whether the estimated cyclical
component period is less than 20 years. Based on this rule, a smooth trend — without
cyclical components — is chosen because the estimated cyclical period (23.50) is
greater than 20 years.

In summary, the four models suggest a deterministic trend component is identified
under the UCM framework. The cyclical component appears to be neither stationary
nor to exist. Therefore, there is a possibility that the cyclical component derived from
the HP filter may be spurious if we believe that the UCM models sufficiently fits the
MFP time series.

We apply the same analysis to GDP , with results shown in table B.2 and labour input
results shown in table B.3.

Table B.2 shows that the ‘smooth trend—no cycle’ model for GDP has a signal-noise
ratio of 1.56, which is equivalent to a HP filter with a smoothing parameter of 0.642.
This is obviously too low because the corresponding cut-off period is about 5 years.
Therefore, using the standard HP(6.25) would be appropriate. Based on the AIC and
BIC, table B.2 suggests the best forecasting model is the ‘no cycle’ model which
describes the trend component as a random walk. The other two UCMs include
stochastic cycle components. However, the significant tests on the cycle component
show that the cycle component is unlikely to exist. Therefore, we believe the UCM is
adequate, the results do not support a cyclical component in GDP.

Table B.3 shows that the ‘smooth trend-no cycle’ model for labour input has a
signal-noise ratio of 59 which is equivalent to a HP filter with a smoothing parameter
of 0.0162. This is obviously too low because the corresponding cut-off period is about
four years. Therefore, using the standard HP(6.25) would be appropriate. Based on
the AIC and the BIC, table B.3 suggests the best forecasting model is a ‘smooth trend
— cycle’ model which describes the trend component as being close to deterministic,
and a very weak cycle with a mean period of 17.2 years. However, the significant tests
on the cycle component show that there is weak evidence of cycle component
existence. Therefore, we believe the UCM is adequate, the results do not support a
cyclical component in labour input.
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B.1 Unobserved components model diagnostics for Multifactor productivity

ABS ¢ ESTIMATING THE CYCLICAL COMPONENT FROM ANNUAL TIME SERIES * 1352.0.55.085

Model fit No restriction No cycle Smooth trend — cycle Smooth trend — no cycle

Full Log-Likelihood 97.8 94.7 97.8 92.7

Akaike Information Criterion -179.6 -179.3 -181.6 -177.4

Bayesian Information Criterion -165.7 -170.6 -169.4 -170.4

Parameter Estimate Pr >|t| Estimate Pr > |t| Estimate Pr >|t| Estimate Pr > |t|
Irregular error variance 0.000249 <.0001 0.000134 0.108 0.000249 <.0001 0.000243 0.000300
Level error variance 5.05E-14 1 0.000194 0.106 NA NA NA NA
Slope error variance 2.43E-16 1 4.69E-12 0.999 2.03E-16 1 0.000015 0.235
Cycle damping factor 1.00 <.0001 NA NA 1.00 <.0001 NA NA
Cycle period 23.60 <.0001 NA NA 23.60 <.0001 NA NA
Cycle error variance 9.54E-10 0.335 NA NA 8.99E-10 0.335 NA NA
Significance analysis Chi-square Pr > |t| Chi-square Pr > |t| Chi-square Pr > |t| Chi-square Pr>|t|
Irregular 4.52 0.034 0.41 0.524 4.52 0.034 1.00 0.318
Level 826,000 <.0001 231,000 <.0001 826,000 <.0001 173,000 <.0001
Slope 3,020 <.0001 31.20 <.0001 3,020 <.0001 0.85 0.358
Cycle 55.3 <.0001 NA NA 55.3 <.0001 NA NA
Signal-noise ratios Estimate Estimate Estimate Estimate

Signal-noise ratio 2.03E-10 1.450 3.36E-13 0.0596

Smooth parameter 4.93E+09 0.689 2.98E+12 16.8000
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B.2 Unobserved components model diagnostics for Gross domestic product

Model fit No restriction No cycle Smooth trend — cycle Smooth trend — no cycle

Full Log-Likelihood 113.2 112.3 113.2 108.2

Akaike Information Criterion -210.4 -214.7 -212.4 -208.5

Bayesian Information Criterion -195.6 -205.4 -199.4 -201.0

Parameter Estimate Pr >|t| Estimate Pr > |t| Estimate Pr >|t| Estimate Pr > |t|
Irregular error variance 3.51E-11 0.999 3.61E-11 0.999 3.80E-11 0.999 8.37E-05 0.051
Level error variance 3.46E-09 0.999 0.000317 <.0001 NA NA NA NA
Slope error variance 6.67E-07 0.784 3.78E-06 0.673 6.67E-07 0.784 0.000130 0.122
Cycle damping factor 0.93 <.0001 NA NA 0.93 <.0001 NA NA
Cycle period 30.80 0.022 NA NA 30.80 0.022 NA NA
Cycle error variance 2.52E-04 0.161 NA NA 2.52E-04 0.161 NA NA
Significance analysis Chi-square Pr > |t| Chi-square Pr > |t| Chi-square Pr > |t| Chi-square Pr>|t|
Irregular 0] 1.000 0 1.000 0 1.000 0.02 0.877
Level 208,000 <.0001 5.22E+12 <.0001 208,000 <.0001 2,790,000 <.0001
Slope 113 <.0001 30.2 <.0001 113 <.0001 3.97 0.046
Cycle 0.0 0.989 NA NA 0.0 0.989 NA NA
Signal-noise ratios Estimate Estimate Estimate Estimate

Signal-noise ratio 4.69E+07 8.78E+06 0.000352 1.56

Smooth parameter 2.13E-08 1.14E-07 2,840 0.642
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B.3 Unobserved components model diagnostics for Labour input

Model fit No restriction No cycle Smooth trend — cycle Smooth trend — no cycle

Full Log-Likelihood 95.7 93.4 95.7 91.2

Akaike Information Criterion -175.4 -176.8 -177.4 -174.4

Bayesian Information Criterion -161.5 -168.1 -165.3 -167.5

Parameter Estimate Pr >|t| Estimate Pr > |t| Estimate Pr >|t| Estimate Pr > |t|
Irregular error variance 1.24E-11 0.9995 2.70E-11 0.999 9.13E-12 0.9995 0.000009 0.759
Level error variance 1.31E-10 0.9996 0.000456 <.0001 NA NA NA NA
Slope error variance 1.55E-12 0.9996 2.93E-11 0.999 2.93E-12 0.9995 0.0005 0.008
Cycle damping factor 0.882 <.0001 NA NA 0.882 <.0001 NA NA
Cycle period 17.2 0.0001 NA NA 17.2 0.0003 NA NA
Cycle error variance 0.000283 0.0304 NA NA 0.000283 0.0309 NA NA
Significance analysis Chi-square Pr > |t| Chi-square Pr > |t| Chi-square Pr > |t| Chi-square Pr>|t|
Irregular 0] 1 0 0.9999 0 1 0.02 0.892
Level 89,300 <.0001 7.85E+11 <.0001 89,300 <.0001 2,000,000 <.0001
Slope 164 <.0001 8.84 0.003 164 <.0001 0.04 0.848
Cycle 2.02 0.364 NA NA 2.02E+00 0.364 NA NA
Signal-noise ratios Estimate Estimate Estimate Estimate

Signal-noise ratio 1.22E-09 1.55E+08 2.29E-09 59.0

Smooth parameter 8.22E+08 6.45E-09 4.36E+08 0.02
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C. AFLAW IN THE FREQUENCY ARGUMENT AND A MODEL-BASED
REMEDY

The frequency argument states that an appropriate filter should be able to separate
the long-term trend and stationary (including cycle) components from a time series
with predetermined periods. However, a detrending filter will also cut out the low
frequency power of the stationary component. In other words, this low frequency
power overflows into the low frequency range as a part of the trend. Therefore, a
detrending filter can potentially distort the properties of the detrended series if care
has not to be taken on the proportion of low frequency power in the trend and
stationary components. However, this proportion can be estimated using the
signal-noise ratio in the UCM model.

We conducted a simple simulation to illustrate the flaw of the frequency argument by

generating a stochastic trend from an integrated random walk model.

(1-BY y,=&, &~ NID(01) %

A ‘benchmark’ smooth trend, #,;, was derived from applying HP(6.25). We then
generate dtwo time series by adding the same white noise but with different standard
deviations (of 2.5 and 25 respectively).

Vie =My &1, &y =65 =12

®

where ¢; = 2.5and ¢, =25

By construction, these two series are co-integrated and share the same trend. We next
applied a HP(6.25) filter, a UCM model and a HP filter with the smoothing parameter
estimated by the UCM model as the inverse value of the signal-noise ratio.

Figure C.1 below shows one realisation of a sample of 100. Graph (a) plots the
‘benchmark’ trend and the two series generated with standard deviations of 2.5 and 25
respectively. Graph (b) shows that for series 1, the HP(6.25) trend is almost the same
as the ‘benchmark’ trend while for series 2, the HP(6.25) trend is not as smooth and is
not a good approximation of the ‘benchmark’ trend. Graph (c¢) shows that with series
2, the UCM trend has a better approximation and is smoother than the series 2
HP(6.25) trend. Graph (d) plots the ‘benchmark’ trend, series 2, series 2 HP(6.25)
trend, and HP(3003) trend where the smoothing parameter is derived from the UCM
model signal-noise ratio estimate. From this example, we can see that a
predetermined smoothing parameter of 6.25 is not suitable to extract the trend when
a larger volatility of series 2 is observed.
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C.1 Simulation results
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We conducted 1000 empirical simulations (note: 1000 replicates simulations are
selected when UCM model fittings converge, the convergence rate was about 85%) as
above. The closeness of the estimate trends to the corresponding ‘benchmark’ in
each simulation was measured by the mean square error (MSE).

Figure C.2 shows the empirical distribution of MSEs. Comparing graphs in rows (a)
and (b), we can see that with series 1, the HP(6.25) trend and the UCM trend
performed equally well. However, the MSE distribution of series 2 showed that the
HP(6.25) trend centres at 100~125 with a median of 113 while the MSE distribution of
the series 2 UCM trend centres at 65~80 with median of 78. In other words, with
series 2, the UCM trend is likely to be much closer to the ‘benchmark’ trend in each
simulation. A pair of graphs in row (c) show the empirical distribution of differences
between the MSE of the HP(6.25) and the MSE of the UCM trend for each sample
simulation.

Flat likelihood functions and numerical optimisation induced parameter estimation
errors may contribute to a worsening performance of the UCM trend. For series 2,
however, the HP(6.25) trend MSE is greater than the corresponding UCM trend MSE,
and their differences have a median of 31. A pair of graphs in row (d) show the
empirical distributions of smooth parameters derived from the UCM signal-noise ratio
for the two series. For series 1, the empirical smoothing parameter distribution is
skewed to right, has a peak at about 8 with median 10. Because the estimated
smoothing parameters are not very different from the predetermined smoothing
parameter 6.25, HP(6.25) performs well. For series 2, the empirical smoothing

40 ABS e« ESTIMATING THE CYCLICAL COMPONENT FROM ANNUAL TIME SERIES ¢ 1352.0.55.085



parameter distribution is also skewed to right, but has a peak at about 900 with
median 1270. The estimated smoothing parameters are different from the
predetermined smoothing parameter (6.25). This indicates that the domination of the
spectrum power of the stationary component at low frequencies range can largely
distort trend estimate by a predetermined HP(6.25). A remedy to handle this situation
is to use a HP filter with a customised smoothing parameter derived from the
signal-noise ratio estimated from a suitable UCM.

C.2 MSEs from 1000 simulations
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From this simulation study, we can confidently conclude that a predetermined
smoothing parameter HP filter with a desirable frequency cut-off should be only used
as a low boundary. For example, 6.25 should be used as the minimum HP filter
smoothing parameter if the cut-off is set at about ten years. A smooth trend UCM
fitting excise can provide guidance on the choice of an appropriate smoothing
parameter, which takes care of the possible high volatility of a time series, and
estimates the trend component in a more accurate way if the UCM fitting is

satisfactory.
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D. THE ENDPOINT PROBLEM AND REVISIONS

Many trend-cycle decomposition methods suffer from the so called endpoint problem.
The trend estimate at ¢ is based on information available up to and including period .
It can change significantly if new data for period t+1 become available irrespective of
the value of the new data point. Near the end of the sample, less information is
available regarding the persistence of shocks, meaning less reliable decomposition of
the trend and cycle components.

The real-time allocation of the dynamics to trend and cyclical forces is uncertain as
information is missing. It is only when new data in future periods become available
that the trend-cycle decomposition in period # becomes more certain and stabilises.
While the limited amount of real-time information is a general problem for any trend
cycle decomposition, using a two-sided symmetric filter that relies on past and future
periods trend extraction methods differ in the significance of the problem. The
problem is less significant when the model underlying the filter can forecast the
original time series well. An endpoint problem exists only if the stochastic model
underlying the filter is a weak representation of the data generating process.

D.1 HP(25) filter weights
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Kaiser and Maravall (1999) show that the HP filter is consistent with its own forecast
which are embedded in the end-point weighting pattern. Figure D.1 and D.2 show
the HP(25) weighting pattern in the time domain and gain functions with different
end-points, respectively. It is clear to see that the concurrent end-point gain function
is very different from the centre filter and the differences diminish as more data points
become available. In other words, the concurrent estimates are the most unreliable,
and estimates after two periods are acceptable. The HP filter implied model is not
very comprehensive — assuming that the stationary part is white noise, the second
order random walk property of the trend is the only prior piece of information that
can be exploited for forecasting. Furthermore, the HP filter provides practically no
means to adjust it to the data. Hence, its forecast performance cannot be improved.

D.2 Gain function of ‘asymmetric’ HP(25) filter
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As a standard remedy to the end-point problem, the economic time series is extended
by forecasts, and the filter is applied to the extended series. If the forecast turns out
correct ex post, then there will be no end-point bias. However, this approach comes
with other problems. It is unclear how the filter processes forecast errors, which may
translate into errors in the trend estimation. Even if the forecast itself is unbiased and
the forecast error is a random white noise process, it is unlikely that the errors
computed as part of the trend share this feature because the filter model will differ
from the underlying forecast model.
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If there are good reasons to assume that there exists a model with better forecasting
performance than the filtering model, the former should be applied for the
trend-cycle decomposition. This will improve the filter model's consistency with the
data generating process. It follows that the end-point problem should be alleviated by
improving the forecast performance of the stochastic filter model, i.e. fitting the actual
data. However, although a forecast model may have good forecast performance, it is
not always true that this model can provide a predefined property of trend-cycle
decomposition. For example, a forecast model can have a non-stationary cycle which
does not satisfy the precondition that the cyclical component must be stationary.

We use the UCM model as forecast model for the total MFP series to illustrate the
relationship between revisions and forecasts. As mentioned in the last section, the
smooth trend — cycle model specification is selected as the best model among other
candidate model specifications based on AIC criterion. We use this model
specification to forecast a two period leading series and then apply the HP filter to
produce cyclical component estimates. Figure D.3 shows the revisions of cyclical
component estimates for 1994 using HP(6.25) and HP(25) with and without forecasts.
The latest estimates are presented in the bold curve based on the up to 20006.

D.3 Revision of cyclical component estimates of 1994
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We can see clearly that the first (or concurrent) estimates are not reliable for both
HP(6.25) and HP(25) without forecast. With two period forecasts, the estimates are
improved for both HP(6.25) and HP(25). From these revision graphs we draw the
following general conclusions:
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. The revisions induced by the end-point problem can be reduced by using

appropriate forecasts

. The larger the HP smoothing parameter, the larger revision size and the longer
lasting the revision.

The preceding discussion highlights some important points. It is difficult to give a
universal ranking of the statistical methods. Section 4 shows that most methods
provide estimates with a similar overall profile of potential turning points but there are
large divergences on the assessment of the magnitude of the estimated cycles. The
‘consistency with priors’ and the ‘difference between real-time and final estimates’ (or
revisions) are important criteria to select an appropriate filter in practice. Whatever
filter is used, it is important to bear in mind its underlying assumptions and its
shortcomings, as well as to make a critical and non mechanical use of it.
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E. INDUSTRY LEVEL ANALYSIS

Testing of the industry level MFP estimates was undertaken and compared to the
results for market MFP, GDP and labour input. A wide range of signal-noise ratios
were obtained, shown in table E.1, using the UCM Kalman filter.> The unit root test
suggests that all industry level MFP series cannot be decomposed into a deterministic
time trend plus stationary series. There is no strong evidence from the Box-Ljung
Q-test or the Durbin—Watson test against the hypothesis that they are simply random
walks. A large range of inverse signal-noise ratios is observed. This suggests that the
industry level MFPs have a large range of volatility levels. It is not appropriate to apply
the ‘standard’ HP(6.25) to extract cyclical components for Agriculture, forestry and
fishing; Construction; Communication services; and Cultural and recreational services
because they are identified to have large inverse signal-noise ratios when the UCM
without stochastic component model is applied. The UCM with stochastic
component specification identifies that Mining; Manufacturing; Construction;
Accommodation, cafes and restaurants; and Communication service industries are
likely to have stochastic cyclical components.

5 The signal-noise ratios are estimated from the UCM Kalman filter method with a specification of smooth trend
with and without stochastic cycle component. See details in Appendix B.
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E.1 Signal-noise ratio estimated by UCM

..............................................................................................................................................................................

(1) with deter-
ministic time trend

Dickey—Fuller
unit root tests

Random walk

p-value

p-value

UCM doesn’t include
stochastic cycle

Inverse of
signal-noise ratio
(lambda)

UCM includes
stochastic cycle

Inverse of
signal-noise ratio
(lambda)

Inclusion of
stochastic cycle
component

Market MFP

Total GDP

Labour Input — Hours Worked
Agriculture, forestry and fishing
Mining

Manufacturing

Electricity, Gas and water supply
Construction

Wholesale trade

Retail trade

Accommodation, cafes and
restaurants

Transport and storage
Communication services

Finance and insurance

Cultural and recreational services

16.8
0.6
0.0

273.4
2.6
0.9
0.2

34.2
0.2
0.4

2.98E+12
2,840
4.36E+08
273.0

6.4

293.0

1.0

20.7
4.01E+07
1.96E+08

1.8
2.77TE+08
10.8

27.9

33.5

No
No
Yes
No
Yes
Yes
No
Yes
No
No

Yes
No
Yes
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FOR MORE INFORMATION . . .

INTERNET www.abs.gov.au the ABS web site is the best place for
data from our publications and information about the ABS.

LIBRARY A range of ABS publications are available from public and
tertiary libraries Australia wide. Contact your nearest
library to determine whether it has the ABS statistics you
require, or visit our web site for a list of libraries.

INFORMATION AND REFERRAL SERVICE

Our consultants can help you access the full range of
information published by the ABS that is available free of
charge from our web site, or purchase a hard copy
publication. Information tailored to your needs can also be
requested as a 'user pays' service. Specialists are on hand
to help you with analytical or methodological advice.

PHONE 1300 135 070

EMAIL client.services@abs.gov.au

FAX 1300 135 211

POST Client Services, ABS, GPO Box 796, Sydney NSW 2001

FREE ACCESS TO STATISTICS

All statistics on the ABS web site can be downloaded free
of charge.

WEB ADDRESS www.abs.gov.au

2000001568446
ISBN 9780642483690

RRP $11.00
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